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Abstract 

 One of the critical challenges across several industry sectors is fruit grading and 

classification. One of the most popular fruits in food products is the orange fruit 

because there are many value-added products produced from it. Due to the 

shared traits of the varieties with various tastes and uses, even in major markets, 

It would be challenging at times to instantly label numerous classifications of 

this fruit when there is a need for success. Three varieties of orange fruit that are 

currently popular in the Iraqi marketplace were studied in this research. We 

propose a fast and cost-effective way to automate the classification of this fruit, 

we suggest an effective classification framework system based on the most 

recent deep learning algorithms and clustering approaches. To determine the 

most effective model for classifying this fruit, we trained, evaluated, and 

contrasted the results within many deep-learning models. The accuracy was 

assessed to be 99.1%, indicating the reliability of the suggested method. 
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 العصبية التلافيفية اتالتصنيف التلقائي لفاكهة البرتقال باستخدام الشبك

 2فينود تشاندرا     ،   1ي غسان فيصل البعاج

 

 المستخلص

تعتبررر تيررنيف الةاكهررة  رري ايررد التحررديات الحاسررقة الترري تواجررذ ق.اعررات اررناعة الا ذيررة ا  ايررد ا ررهر 

الةواكذ التي تستخدم ضقن اليناعات الغذائية  ي فاكهة البرتقال ييث ينتج من خلالذ العديرد مرن القنتترات 

والاسررتخدامات القختلةررة  ذات القيقررة العاليررة نظرا للسررقات القلاررتركة لااررناك  ررذت الةاكهررة ذات القررذاقات

سررينو  مررن اليررعن اييانررا تسررقية وتحديررد  ررذت التيررنيةات يترري فرري الاسررواق الرئيسررية ل ررقا  النتررا  

الانترراجي لهررذت اليررناعات في  ررذا البحررث تررم تنرراول ثررلاث ااررناك مررن فاكهررة البرتقررال الاكثررر اسررتهلاكا 

وفعالرة مرن ييرث التنلةرة ةتقترة تيرنيف طريقرة سرريعة واستخداما في السوق العراقي نقدم فري  رذا البحرث 

  ونقتر  نظام إطار تينيف فعال يعتقد علي أيردث خوارمميرات الرتعلم العقيره ونهرج التتقير  , ذت الةاكهة

لتحديررد النقرروذك اةكثررر فعاليررة لتيررنيف  ررذت الةاكهررة ، ققنررا بترردرين وتقيرريم ومقارنررة النتررائج فرري العديررد مررن 

  ٪ ، مقا يلاير إلي موثوقية ال.ريقة الققترية1 99الدقة بنسبة  نقاذك التعلم العقيه  تم تقييم
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Introduction 

Many different types of communities all over the 

world have agricultural sectors that are extremely 

important to their economies [1]. One of the most 

important aspects of the agricultural industry is the 

cultivation and distribution of fresh fruits to 

various stores and marketplaces. It is an essential 

component not only for the study of it in academic 

settings, but also for its application in the industry 

as a whole. A structure like this one can serve as 

the foundation for a wide variety of important 

endeavors. The ability to act as a method for 

cashiers working in supermarkets is one of its 

primary functions. In order to arrive at an accurate 

price for the fruit a customer has purchased, the 

staff at the store needs to be able to identify both 

the species and the variety of the fruit. It is 

necessary to make use of a query table to store the 

price list. These classification-based apps might be 

able to automatically determine the purchase 

species of the customer and link it to the 

appropriate pricing. These problems with reading 

barcodes on packaged goods have been 

successfully solved by using barcode reading 

systems. Unfortunately, this method is not 

applicable to the purchase of fruit and vegetables 

because a customer must select each item 

separately when making their purchase at a store 

[2]. Several methodologies are being utilized 

currently in the process of fruit classification by 

using computer and machine vision techniques. 

Automatic identification is useful due to the 

variety of sizes and shapes that fruits can take, in 

addition to the fact that fruits are sensitive. In 

industrialized countries, worker-based systems for 

the administration and monitoring of agricultural 

commodities have been increasingly supplanted 

over the past few years by digital procedures such 

as computer and machine vision. These digital 

procedures have the potential to improve 

efficiency and accuracy. The invention of 

classification tasks through the computer and 

machine vision systems has high resilience and 

repeatability at cheap prices [3], as well as high 

accuracy and speed capabilities to evaluate fruits 

and vegetables in adverse weather as well as in 

normal environmental circumstances [4]. The 

invention of classification tasks through the 

computer and machine vision systems has high 

accuracy and speed capabilities to evaluate fruits 

and vegetables in adverse weather as well as in 

normal environmental circumstances. In recent 

years, there has been an explosion in the use of 

machine learning techniques, which has opened 

the door to a wide variety of applications in a 

variety of fields. Machine learning algorithms 

attempt to learn on their own by modeling human 

learning processes in order to acquire information 

about the real world [5]. In this manner, machine 

learning systems are able to generalize from 

particular instances without the need for explicit 

coding. Because of this property, machine learning 

algorithms can be utilized in a wide variety of 

contexts [6]. The process of classifying fruits uses 

imaging characteristics such as texture, coloration, 

and form as inputs for computer vision and image 

processing techniques [7]. One of the most popular 

fruits, bananas come in a wide variety of flavors 

and look very similar to one another, making them 

a good candidate for automated classification. This 

is especially true when one takes into account the 

fact that different varieties have very distinct 

flavor profiles. The availability of a wide variety 

of orange flavors is the primary component in 

determining a customer’s desire for selection. In 

this study, we propose a practical study to identify 
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three varieties of orange fruit by using EfficientNet 

as the basis for the classification and for capturing 

the key features of the image. 

In this context, our research contributes: 

1. Proposed classifying orange fruits that 

make use of futuristic deep learning 

techniques. 

2. Examine and compare the suggested 

EfficientNet algorithm with the prior 

study. 

3. Visual analysis of EfficientNet’s crop 

classification tasks. 

 

Related Works 

     30–35% of the harvested fruit is wasted because 

there isn’t enough skilled labor [8]. Again, fruit 

identification, identification, and grading are not 

made effective due to human perception 

subjectivity. The construction of an automated 

system to distinguish fruits based on their type, 

variety, maturity, and integrity has a significant 

amount of potential while using techniques for 

machine learning with adequate principles of 

image processing. In [9], the identification and 

ranking of a number of different fruits are 

proposed as an entirely automated process in this 

work. The fruiting area is extracted by using the 

split-and-merge method, and fuzzy segmentation is 

utilized in order to break it up into individual 

segments. The authors indicated in [10] the fruit-

processing industry, computer vision has a wide 

range of applications that make it possible to 

automate various processes. It is essential to 

categorize and evaluate the quality of the fruit in 

order for the industrial product to deliver the 

highest quality finished food products and the 

highest quality raw fruits to be marketable in the 

marketplace. This can only be accomplished if the 

quality of the fruit is appropriately categorized. 

The authors of this study [11] proposed a low-cost 

machine vision system that is based on deep 

learning for the purpose of classifying fruits 

according to their outward appearance or their 

level of freshness. Two different fruit data sets 

have been used for the purpose of training a wide 

variety of cutting-edge deep learning models and 

stacking ensemble deep learning models. The 

results of this research show that, in comparison to 

other deep learning models, EfficientNet CNN 

models and their stacked combinations have the 

highest accuracy in terms of scoring the actual 

samples and the test set. The classification and 

object detection problems have seen method to 

motivate due the machine learning and deep 

learning techniques. The core criterion for 

developing precise and trustworthy machine 

learning models for the real-time context is a tidy 

and neat data set [12]. The authors then proceed in 

[13] to demonstrate the concept of an intelligent 

artificial intelligence-based system that 

automatically sorts fruit according to grade by 

using spectrophotometry and computer vision. 

Utilizing a cloud computing platform to which 

access is provided by Microsoft Azure which 

allows for the accurate identification of fruit that is 

also fed into the suggested system. In addition, the 

quality of the fruit can be estimated through the 

use of spectroscopy and various forms of machine 

learning. [14] have been suggested as a technique 

for identifying diseases that can be found in apple 

fruit and for encouraging the prompt eradication of 

those diseases as a result of environmental factors. 

Deep learning, which has been shown to be 

effective in image processing and classification, is 

used to categorize pictures of apples. This is a 

relatively recent development. Deep neural 
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networks with varying numbers of neurons and 

convolution layers are evaluated and ranked by 

these experts. The authors [15] proposed to 

establish a structure with the objective of 

automatically classifying dates fruit without the 

need for time-consuming and difficult physical 

measurements. The stacking method that was 

developed by combining these two methods 

worked significantly more effectively. In the field 

of classification research, high-performance 

classification results have been achieved not only 

by utilizing traditional machine learning 

techniques, but also by utilizing cutting-edge 

stacking techniques, which are produced by 

merging two or more of these techniques. Stacking 

techniques have been shown to produce better 

results than traditional machine learning 

techniques. 

Materials and Methods 

      In the light of the fact that the data set for these 

cultivars was not easily obtainable, the images that 

were used for the data set were aggregated from a 

diversity of ways throughout the internet, incl 

Kaggle and other online platforms. An Agronomist 

specializing in horticulture proved each kind’s 

variants (Samples from each type are represented 

in Figure 1). The aim of this study should be to 

provide proof to back up the assertion that oranges 

could well be classified by using convolution 

neural networks. Images of three classes of 

oranges most widely consumed in Iraqi 

marketplaces had been obtained from the Internet; 

they are bitter oranges (sour), navel oranges 

(Egyptian), and Valencia oranges (South Africa), 

and they are slightly similar in shape, but differ in 

taste and use (as their features are depicted in 

Table1). 

 

Table (1): Features of Orange Fruit 

Type Features 

 

 

Bitter Orange 

 Oval Shape. 

 Visibly rough dimpled. 

 Mostly one end is visible to the top and the 

other is concave. 

 The color sometimes tends to be greenish 

orange. 

 For use in food. 

 

 

Navel Orange 

 Round Shape. 

 Dimpled Skin. 

 Bright orange skin. 

 Its unique trait is that it has a navel that 

resembles a human navel. 

 For direct consumption 

 

Valencia Orange 

 Round to oval shape. 

 Thin rind skin. 

 Golden color. 

 For juice and industry 

Reference: By The Authors 
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Figure (1): Samples of Orange Fruit 

The proposed work model will include image 

processing and data cleaning, as well as removing 

noise and inaccurate data. We deduced that 

adjusting the images to an appropriate dimension 

of 160 x 160 and a triple Color information scheme 

is the most efficient way to ensure training speed 

and model accuracy. The methodology for 

conducting the study that has been suggested 

(shown in Fig 2) comprises extraction data by 

using image sets to create feature vectors that are 

grouped by each class and the area of each vector. 

Subsequently, to determine the peaks of the peel 

plus coloration, information on the morphological 

features in various parts of each of the three 

distinct varieties of orange fruit is acquired. While 

contrasted with other models in the use of 

convolutional neural networks, we asserted that the 

adoption of EfficientNet produced more factual 

and inspiring results than the other models [16]. 

 

 

 

 

 

Figure (2): The Pipeline of The Proposed Method 
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For neural networks, it is necessary to acquire 

sufficient training data. However, such a criterion 

is difficult to meet in reality since labeled data can 

only be gathered via a time-consuming and error-

prone manual method. To this purpose, transfer 

learning has been developed as a method for 

effectively transferring information from a mature 

source domain to a beginner target domain. 

Transfer learning enables the re-use of existing 

parameters, i.e., convolution weights, from a 

model learned on large datasets to train new 

models with a relatively smaller number of labeled 

pictures. In this study, we classified the dataset by 

using weights pre-trained on the ImageNet dataset, 

which comprised several fruit images and proved 

to be quite effective [17]. The low weight of 

EfficientNet-B0, in combination with its factor of 

5.3m, represents one of its key traits. This model 

can be described as possessing a lower degree of 

complexity, and it has the further effect of giving 

for augmentation of the CNN network’s depth by 

capturing higher unique features. It requires 

adequate quantities of memory and computational 

power [18]. 

Results and Discussion 

      We start our results analysis based on the fact 

that we identified. On the data set, evaluations 

were performed on three different model 

parameters (EfficientNetB0, DenseNet121, and 

ResNet50). 635 images (as shown in Fig 3) were 

collected from the dataset so they could be tested 

(Figure 2 reveals the variation in the number of 

shots between the three types). Image 

augmentation was adapted because our key aim is 

to increase the size of the training zone. In order to 

conduct an evaluation of the results, the models 

were trained in Google Colab for a total of 15 

epochs each. In the climax, the research led to the 

conclusion that the proportion of accuracy was 

obtained for each of the three models that were 

used, bearing in mind the time that was spent in 

training. (The details of each model are shown in 

Table 2). During whole midst of training by using 

the three models that we had mentioned 

previously, we highlighted the fact that 

EfficientNetB0 has the highest test accuracy 

among the other models, which is 99.1% with 27 

minutes for a training session (Figure 4 indicates to 

confusion matrix) (Figure 5 and Figure 6 explain 

the ACC and Loss plots for each learning epoch), 

while the ResNet50 model gives a test accuracy of 

97.2% with 84 minutes time for practice, and 

DenseNet121 

 

 

 

 

 

 

 

FIGURE (3): The Number of Shots for Each Type Of Orange. 
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Figure (4): Confusion Matrix of Efficientnet-B0 Model. 

was unable to achieve good results; It resulted in a 

71.1% accuracy rate and required 57 minutes of 

total training time. conversely, It is attainable to 

point out that the achievements of the experiments 

carried out on the first and second models, to some 

extent, be comparable with one another in regard 

to the accuracy of the test. ResNet50, on the other 

hand, takes a longer time to be trained, which it 

needs remarkably more potent memory as well as 

constitutes processing resources for a prolonged 

period. This is entirely at odds with direct, which 

aims at obtaining the highest accuracy rate at the 

lowest possible cost in terms of the quantity of 

time required to attain improvement (Figure 7 

gives samples for prediction output). 

 

 

Figure (5): Accuracy Plot for Learning Epochs. 
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Figure (6): Loss Plot for Learning Epochs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure (7): Prediction Output of Orange Fruit. 

 

 

Conclusion 

     In this work, we proposed a low-cost deep 

learning-based machine vision technique to 

classify orange fruits based on their morphological 

characteristics. The classification was facilitated 

by embracing well-defined classifiers developed 

from neural networks, and the scheme’s ability 

was substantiated by using a real-world data set 

consisting of orange fruits. The research results of 

the experiments indicate that the EfficientNetB0 

use of the data set that was being analyzed did lead 

to a significant improvement in the accuracy of the 
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overall prediction. We drove actions to ensure that 

transfer learning is appropriate to the classification 

of orange fruits. We intend to include further 

images of other versions of this fruit in the near 

future. In addition, we highly advise classifying 

fruits according to their weight as a prospective 

work by creating an opportunity to do so initially. 

To develop a precise forecast of the actual weight 

of this fruit in order to ensure that the model would 

be economically viable in the processes involved 

in the selling of the crop harvested from orange 

orchards. 
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